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Abstract 
 
Molecular Dynamic (MD) simulations have been conducted to look at the melting and solidification of the Lennard-

Jones argon (100) interface with small amounts (up to 6.0K) of undercooling and superheating. By combining the fully 
equilibrated bulk phases of liquid and solid in one simulation box and counting the number of solid–like particles, the 
interface velocities, i.e. the growth rate or melting rate, were obtained as a function of temperature. The melting tem-
perature, where no growth or melting of crystal particle is expected, is *

mT =0.668 which is close to that of the Gibbs 
free energy calculation. A linear dependence of growth or melting rate on temperature was found except for high su-
perheating, T∆ > 6K. The high superheating is believed as the main source of slope discontinuity in the rate, not the 
misuse of initial regime as discussed in the earlier works.  
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1. Introduction  

The study of the growth rates of crystals from the 
melt or from supersaturated solutions is of importance 
for the prediction of their macroscopic growth mor-
phologies. Although much is known about the ther-
modynamics of the solid–liquid phase transition, the 
kinetics of this transition are still poorly understood. 
Since probing the interface between two dense phases 
is largely inaccessible with experimental techniques 
[1], the atomistic details from computer simulations 
have provided an excellent alternative for understand-
ing the microscopic processes involved in crystalliza-
tion or melting. 

One of the open questions on phase transitions con-
cerns the rates of growth and melting. There has been 
much debate on whether there exists a slope disconti-
nuity in the rates when crossing the melting point. 

Uhlmann et al. [2] ascertained that an abrupt change 
in the kinetic coefficient would imply a violation of 
microscopic reversibility. However, the asymmetry of 
freezing and melting kinetics was shown experimen-
tally for crystalline silicon by Tsao et al. [3]. Their 
results were supported by several researchers [4-6]. 
Even the same research group, however, reported 
contradictory results [7, 8]. They explained this in 
terms of lattice imperfections.  

In this study, molecular dynamic (MD) simulations 
were used to look at the melting and solidification of 
argon at small amounts (6.0K) of undercooling and 
superheating. Special care was taken at the melting 
temperature and for the rates of growth and melting at 
the Lennard-Jones (100) interface. 

 
2. System and simulation method  

The argon FCC (100) interface was chosen as the 
simulation system, which is commonly described by a 
Lennard-Jones potential. Choosing a simple system 
allows for the elucidation of results that may be diffi-
cult to resolve in more complex materials, where 
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multi-atom unit cells can generate additional effects. 
The Lennard-Jones 6-12 potential describing the two-
body interaction between atoms i  and j  separated 
by distance ijr , is 
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where σ  and ε  define characteristic length and 
energy scales, respectively. The potential φ  is 0 at 

ijr σ=  and its minimum is ε−  at 1/ 62ijr σ= . Argon 
has values σ = 3.405 Å and / Bkε = 119.8 K. The 
parameters ε and σ are used as units of energy and 
length, respectively. Simulation results have been 
reported in reduced units such as * 3 /N N Vσ= , 

* /BT k T ε= , * /E E Nε= , ( )1/ 2* 2/ /t t mσ ε= , 
* 3 /P Pσ ε= .  
Baidakov et al. [9] pointed out that the cut-off ra-

dius of the interaction potential in two-phase systems 
is extremely important and should be chosen to be 
larger (6.78σ  in their study) than that for the one-
phase systems to provide an adequate representation 
of properties. But in contrast to their liquid-gas sys-
tem, the density change between liquid-solid is not as 
large as that between vapor-liquid, so the cut-off ra-
dius is not expected to be as sensitive as liquid-gas 
system. From the experience in one-phase systems 
and 2.5σ  used in Tepper and Briels [8], the atomic 
interactions were truncated at a cutoff radius of 3.5σ , 
which is nearly one-half of the length of the simula-
tion box. 

Periodic boundary conditions were imposed in all 
directions. The classical trajectories of the atoms were 
determined by using the Verlet leap-frog integration 
algorithm [10] with a time step of 2 fs. One should 
carefully choose the time step so that all the time-
scales of interest in the system can be resolved. In 
simulations of LJ argon where the highest frequency 
is 2 THz, a time step of 2 fs is sufficiently small com-
pared to typical values of 5~10 fs [11]. The effect of 
the time step was investigated compared with 1 fs 
time step and with the same heating/cooling rate, no 
appreciable difference was found.  

The size effect on melting and crystallization was 
explored over the range of 500~1372 atoms. This 
showed negligible differences for typical heating and 
cooling rates, so a simulation box composed of 
5 5 5× ×  FCC unit cells (500 atoms) was adopted. 

All the MD simulations presented here were carried  

  
Fig. 1. Number density variations in the heating and cooling 
process at 8.33×109 K/s. 

 
out, except where noted, in the isobaric-isothermal 
(NPT) ensemble. The pressure was kept constant at 
atmospheric pressure, *P =  0.002418 by a Nosé-
Hoover method [12] and Langevin dynamics [13]. 
The thermostat relaxation time and barostat relaxation 
time were chosen as 200 fs and 100 fs, respectively. 
The melting was achieved by a step-wise increase of 
the system temperature T∆ = 0.5K, initially FCC 
crystal well below its estimated melting temperature. 
Between increments, the temperature was held con-
stant and the simulation was run for 30,000 steps; 
thus the heating rate is 98.33 10× K/s. The heating 
rate was varied over the range 98.33 10×  K/s to 

88.33 10×  K/s (=0.1K/120ps) to examine its effect on 
the melting temperature. The same was done when 
cooling the melt. All temperature dependent intensive 
properties have been averaged after one-third of total 
simulation time steps at each temperature which is 
enough for equilibration. 

 
3. Melting temperature 

The number densities of the solid and liquid phases 
are plotted as a function of temperature in Fig. 1. 
Upon incremental heating, the number densities of the 
system increases steadily until there appears a catas-
trophic volume increase at mT + =0.818. The excellent 
agreement between the value obtained here and other 
reported values [8, 11, 14-16], validates the method 
and simulation code employed. Deviations from other 
research are expected because of the simulation box 
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size, cutoff radius and potential shift. Another valida-
tion was done by comparing the zero temperature unit 
cell parameter. When relaxed to zero temperature, the 
MD FCC crystal unit cell parameter is 5.2686Å, 
which corresponds to a cutoff radius of 3.5 σ . 
McGaughey and Kaviany [11] have found values of 
5.2414Å for a cutoff radius of 3.1σ . The experi-
mental value is 5.3033Å [17]. 

Previously, the discontinuity in the potential energy 
or volume vs. temperature curve was inappropriately 
assumed as an indicator of melting. However, we 
should distinguish the thermodynamic melting *

mT  
which occurs heterogeneously, and melting due to 
mechanical instability mT +  [18], which is a homoge-
neous process. Since, due to superheating, mT +  can 
be considerably higher than *

mT , any failure to distin-
guish between these two quantities will result in con-
fusion in interpreting the melting characteristics of the 
model system. In contrast to an experiment in which 
superheating is extremely difficult even in the most 
favorable cases, numerical simulations of a perfect-
crystal cell allow substantial metastable overheating 
without suffering from heterogeneous nucleation sites. 
Several measurements demonstrate that when the 
surface conditions are modified, the melting point can 
be depressed [19] or the solid can be substantially 
superheated [20]. This implies that melting is basi-
cally a heterogeneous process and the temperature 
obtained from the MD results of the abrupt volume 
change is a mechanical melting temperature, not a 
thermodynamic one. Note that even after long runs 
(up to 61 10×  time steps) above *

mT  such as 
*T =0.78, no signal for melting can be detected, indi-

cating the existence of substantial metastable super-
heating. 

Since the equilibrium state is the state of minimum 
Gibbs free energy, free energy calculations should be 
performed to determine the thermodynamic melting 
point *

mT , which is defined as the temperature at 
which the free energies of the crystalline and liquid 
phases are equal. Computation of both free energy 
differences and absolute free energies has prompted a 
great deal of attention and techniques such as free 
energy perturbation [21] and thermodynamic integra-
tion [22] have been well-established. However, the 
computational implementation poses formidable bar-
riers to its practical use, and the proper convergence 
of the free energy calculations and quantitative inter-
pretation of the results require extremely long simula-
tions. Thus, the densities of each phase were used to 

simply evaluate the free energies of the solid and 
liquid from the equations of state. The expressions 
were adopted for the liquid from Johnson et al. [15] 
and for the solid from Hoef [16]; these are known to 
be most accurate expressions for each phase.  

The number density of the bulk FCC crystal as a 
function of temperature in the range from 75K to 87K 
(i.e., *0.6260 0.7262T< < ) at *P = 0.002418 can be 
fitted from Fig. 1 with a second-order polynomial: 

 
*

2 6 3

0.33302 0.05106
0.00064085 2.5488 10

sN T
T T−

= − + × −
× + ×

 (2) 

  
with a coefficient of determination 2R = 0.99693. For 
the bulk liquid, the number density for the same tem-
perature range is given by 

 
*

2 5 3

6.5427 0.2847
0.0036066 1.5015 10
lN T

T T−

= − + × −
× + ×

  (3) 

  
with a coefficient of determination 2R = 0.99145. 
Applying these densities to the equations of state for 
each phase gives the melting temperature 82.4K 
( *

mT =0.6878). The thermodynamic melting point is 
82.28K from a simulation [23] and 83.8K from ex-
periment [24]. The thermodynamic melting point de-
termined here by the Gibbs free energy is very close, 
but not exactly the same as the experimental value 
because the potential function does not describe Ar 
perfectly and the cutoff is used.  

In the heating process, the solid phase is maintained 
above the thermodynamic melting temperature, until 
the mechanical melting temperature is reached where 
collapse of the crystal lattice occurs due to the elastic 
instability associated with an unstable phonon mode. 
Also, the liquid phase is maintained below the ther-
modynamic melting temperature in the cooling proc-
ess, giving clear hysteresis as shown in Fig. 1. Luo et 
al. [25] suggested the “hysteresis method” where *

mT  
can be deduced given the temperature for the maxi-
mum degree of superheating ( mT + ) and undercooling 
( mT − ) as 

 
*

m m m m mT T T T T+ + − −= − +   (4) 
  
They ascertained that the deviation of their hystere-

sis method was about 2% or less. However, we can-
not find any physical explanation for this method and 
the melting temperature evaluated from the data in 
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Fig. 1, *
mT =0.652 is far from the experimental obser-

vation.  
The effect of heating rate and cooling rate was 

scrutinized for four different rates, 0.5K/60ps, 
0.25K/60ps, 0.25K/120ps, and 0.1K/120ps and Fig. 2 
shows the energy variations. No significant differ-
ences were found except for the cooling process at 

98.33 10× K/s. We find that at high cooling rate, this 
solid phase is not crystalline but amorphous as shown 
in Fig. 1 where solidification occurs but number den-
sity differs from crystalline. Nosé and Yonezawa [26] 
showed that there is a critical cooling rate which sepa-
rates crystal-forming and glass-forming. McGaughey 
and Kaviany [11] also found an amorphous phase by 
quenching at a high cooling rate, 118.5 10×  K/s, 
shown in Fig. 1 as open circle symbols. However, 
they argued that above 20K the thermal equilibrium 
fluctuations in the system are large enough to return 
the atoms to the FCC crystal structure. In the present 
work, the amorphous phase is maintained up to 45K.  

The heat of melting may also be obtained from the 
difference in the configurational energy between the 
crystalline and liquid phases at the melting point. In 
Fig. 2, the calculated value of the latent heat is 1.12 
kJ/mol, which is compatible with the experimental 
value of 1.18 kJ/mol.  

  
4. Growth and melting rate 

Growth and melting rate are also examined using 
combined simulation boxes of the solid and liquid 
phases at the expected melting temperature. If the 
given temperature is higher than the melting tempera-
ture, the interface between solid and liquid phases 
will move towards the solid phase; if the given tem-
perature is lower than the melting temperature, the 
direction of the interface movement will be opposite. 
By counting the number of solid–like particles, we 
can estimate the interface velocity, i.e., the growth 
rate or melting rate, as a function of temperature.  

In combining the fully equilibrated bulk phases 
of the liquid and solid in one simulation box, it is 
reported that the proper preparation of the two-
phase system plays a crucial role in determining the 
resulting growth and melting rates [8]. In the pre-
sent work, an NPT simulation was initially carried 
out for solid phase at the expected (i.e., experimen-
tal) melting temperature *T =0.6995 and a time-
averaged volume was obtained. Then the bulk NVT 
simulation at this volume was run for 100,000 time  

  
Fig. 2. Energy variations in the heating and cooling process at 
various heating/cooling rates. 

 
steps of equilibration and was written once every 
1,000 time steps for 15,000 further time steps. For the 
liquid phase, the same procedure was conducted by 
fixing the cross-section area in the x-y plane to be 
equal to the time-averaged value of the solid phase. 
Thus, only the z-directional volume change can be 
permitted in the NPT simulation. After equilibration 
in NVT, the results were written once every 1,000 
time steps. To make two-phase boxes, one liquid 
configuration and one solid configuration were taken, 
and both copied twice in the z − direction in the or-
der liquid-solid-solid-liquid. The resulting system 
contained two solid-liquid interfaces and consisted 
initially of 1,000 solid particles (5× 5× 10 unit cells) 
and 1000 liquid phase particles.  

To release excessive potential energy due to parti-
cle overlap, 10,000 time steps with the NVT simula-
tion were conducted on condition that the solid phase 
atoms remained frozen at their positions. After this, 
the combined two-phase systems were quenched to 
the desired temperature and NPT runs were carried 
out to study growth and melting rates. The volume 
relaxation in each direction took place independently. 
Due to volume fluctuations in the isothermal-isobaric 
ensemble, the simulation was repeated for 15 runs 
from different starting configurations and subse-
quently averaged to obtain good statistical accuracy. 
Since the fluctuation of the solid-like particle number 

sN  in one single run was much less than that of Tep-
per and Briels [8] as shown in Fig. 5, only 15 runs of 
different starting configurations were regarded as 
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necessary. Note that Teppers and Briels used 50 runs. 
They pointed out that their approach of equilibration 
included the solid phase movement together with 
liquid phase movement and this had the side effect of 
removing imperfections that were present in the bulk 
crystal phase, which resulted in an asymmetry be-
tween growth and melting. In their other work, equi-
libration with a fixed solid phase was implemented 
but a much longer equilibration time was used. They 
emphasized that when equilibration was not carried 
out to its full extent, erroneous conclusions could be 
drawn about the temperature dependence of growth 
and melting rates.  

The solid-like particle recognition criterion is based 
on the total instantaneous volume of the system. 
Since the volumes per particle for each phase are 
known from the bulk simulations, the proportion of 
particles between the solid and liquid phases can be 
calculated at every instance. The number of solid 
particles is estimated by  

 

( ) ( )* *

* *

/
1/ 1/

total l total
s

l s

N N V t
N t

N N
−

=
−

 (5) 

        
where totalN , *

totalV , *
lN , and *

sN  are the total num-
ber of particles, total volume normalized by 3σ , and 
particle number densities of liquid and solid, respec-
tively.   

Fig. 3 shows the growth and melting curves show-
ing the number of solid-like particles vs. time along 
with curve-fitted lines for each temperature 

*T = 0.6260, 0.6411, 0.6494, 0.6578, 0.6661, 0.6745, 
0.6828, 0.6912, 0.6995, 0.7179. A change of slope is 
discernible for the temperature apart from the melting 
temperature as marked by the circle in Fig. 3, but is 
not obvious for temperatures close to equilibrium. 
Because of this change of slope, Tepper and Briels [8] 
suggested the presence of two regimes. They ascer-
tained that the initial regime was associated with in-
terface relaxation and the second regime was associ-
ated with the macroscopic limit of growth and melt-
ing and true growth and melting rates should be ob-
tained from the second regime. With the data of the 
second regime, they showed that there was no discon-
tinuity in the melting and growth rates. However, they 
did not show any clear reason why the slope change 
of sN  occurs. Also, the distinction between the two 
regimes may be ambiguous since, as they pointed out, 
the second regime was not found close to equilibrium.  

  
Fig. 3. Growth and melting curves showing the number of solid-
like particles vs. time for temperatures *T = 0.6260, 0.6411, 
0.6494, 0.6578, 0.6661, 0.6745, 0.6828, 0.6912, 0.6995, 0.7179. 

 
In addition, the second regime existed only for a very 
short time when far from equilibrium.  

The temperature dependence of the rates as deter-
mined from the slopes of the average melting curves 
is presented in Fig. 4. The present work shows a lin-
ear dependency on temperature. It is hard to say if the 
two fitted lines above and below the melting tempera-
ture in Fig. 4 have different slopes considering the 
uncertainties involved in the MD simulations. Note 
that the simulation box with 2,000 atoms is much 
smaller than those of Tepper and Briels [8] which had 
4048 and 8096 atoms. They ascertained that the sec-
ond regime could only be measured accurately for 
sufficiently large systems and a non-linear melting 
rate might appear in a small simulation box. However, 
if the data furthest from the melting temperature 

T∆ =6.0K is excluded, their results for the initial 
regime also show a clear linear dependency with a 
coefficient of determination 2R = 0.99954. This is 
clearly in conflict with their conclusion. Thus, a reas-
sessment will be needed on the slope discontinuity to 
determine whether it stems from the initial simulation 
regime or high superheating.  

In Fig. 4, the initial regime has different phase 
change rate from that of long-time regime. Which rate 
is true phase change rate is another problem, but we 
can see no slope discontinuity in the growth and melt-
ing rates in the long-time regime but also in the initial 
regime for the all results of the present and Tepper 
and Briels [8]. The reason for the appearance of two 
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Fig. 4. Melting rates as a function of temperature, determined 
from the slopes of the average melting curves. 
 
regimes can be understood by examining the cross 
sectional area change together with the change in the 
number of solid-like particles as shown in Fig. 5. 
Although independent volume relaxations in the 

, ,x y z− − − directions were allowed, the area of the 
x y−  plane remains constant for a time because the 
z − direction is much more flexible than the x −  or 
y − directions, which are restricted by the solid phase. 

After some time, the flexibility of the , ,x y z− − − di-
rections becomes comparable, and each directional 
contribution to the volume increase becomes similar. 
The distinction between the two regimes suggested by 
Tepper and Briels [8] coincides with the abrupt area 
change at time indicated by arrow A in Fig. 5 where 
the area of the x y−  plane starts to increase. Care 
should be taken when evaluating the growth rate in 
the second regime since a variable cross sectional 
area also affects the growth rate, 

( )1/ 2 /s sR A dN dtρ= ⋅ , as well as the evolution of the 

number of solid particles. This was not considered by 
Tepper and Briels [8]. 

The melting temperature, where no growth or melt-
ing of the crystal particles in Fig. 4 is expected, is 

*
mT =0.668. This value is close to that from the Gibbs 

free energy calculation. At this temperature, a snap-
shot of the atomic configuration and sectional number 
density variation is shown in Fig. 6. The sectional 
number density distribution is obtained by averaging 
80 time frames in each slice along the z − direction, 
with its width is chosen to be 1Å. A broadening of 
the time-averaged interface profile is observed. Since  

  
Fig. 5. Melting curves showing the number of solid-like parti-
cles and cross sectional area vs. time at *T =0.6995. 

 

  
Fig. 6. Snapshot of the atomic configuration and sectional num-
ber density variation at the melting temperature *T =0.668. 

 
the Lennard-Jones FCC (100) crystal-melt interface is 
very diffuse [27], the interface extends over several 
interlayer spacings. 
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5. Conclusions 

Molecular dynamic (MD) simulations have been car-
ried out to look at the melting temperature and rates of 
growth and melting of the Lennard-Jones Ar (100) inter-
face for small amounts (6.0K) of undercooling and super-
heating. Clear hysteresis behavior was found. The heating 
rate was varied over the range from 98.33 10×  K/s to 

88.33 10×  K/s, and no significant differences were found 
for the mechanical melting point, but for the highest cool-
ing rate ( 98.33 10× K/s), an amorphous phase was ob-
served. By combining the fully equilibrated bulk phases 
of liquid and solid in one simulation box and counting the 
number of solid–like particles, the interface velocity, i.e. 
growth rate or melting rate, was obtained as a function of 
temperature. A linear dependency on temperature was 
found except for high superheating, T∆ > 6K. The high 
superheating is believed to be the main source of the 
slope discontinuity in the rate of growth or melting, not 
the misuse of initial regime as discussed in the earlier 
works. Initially the area of the x y−  plane remains 
constant due to the higher flexibility in the z − direction; 
the distinction between the two regimes found in earlier 
work coincides with the point where the area of the 
x y−  plane starts to increase. 
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Nomenclature----------------------------------------------------------- 

A  : Area 
E  : Total energy 

Bk  : Boltzmann constant, 231.3806 10−× J/K 
m  : Lennard-Jones mass scale  
N  : Number of atoms 
P  : Pressure 
r  : Particle position, interparticle separation 
R  : Growth rate 
t  : Time 
T  : Temperature 
v  : Volume per particle 
V  : Volume 

, ,x y z  : Coordinate 
 
Greek Symbols 
ε  : Lennard-Jones energy scale  

φ  : Potential energy 
ρ  : Number density 
σ  : Lennard-Jones length scale 
 
Subscripts 
,i j  : Particle label 

l  : Liquid 
m  : Melting 
s  : Solid 
 
Superscripts 
* : Reduced unit 
+ : Superheat 
― : Undercooling 
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